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This paper examines the impact of supply on production results in the shipbuilding industry. The shipbuilding industry is characterized by extreme complexity, as the integration of many other industries is required, and the industry’s product itself is highly complex and expensive, requires a high degree of processing and subsequently yields significant revenue. Since numerous suppliers are involved in the production process, shipbuilding has a multiplicative effect on other industries. Logistics are one of the fundamental factors for the industry’s efficient and effective operation. Supply is considered in this paper as it is nowadays a strategic decision that actively influences business success in the shipbuilding industry. The purpose of the simulation of its impact on the production process is the avoidance of possible mistakes that could not only weaken a company’s competitive position, but endanger its viability as well. The simulation ends with a concrete example illustrating that time deviations (arrivals, withdrawal and complaints) increase the basic value of the order to a certain extent. This paper highlights the need to maximize the speed of response to customer needs through the synthesis of planning activities and business logistics, and to remain competitive in an increasingly demanding global market.

1. INTRODUCTION

Maritime economy consists of shipbuilding, fishing, the exploitation of the sea and seabed mineral resources, production industry, shipping, seaports, coastal tourism and various maritime services (maritime agencies, shipping banks, insurance etc.) (Žuvela, 2000). Shipbuilding is an intensive activity that requires the application of modern technology and encourages innovation in the production process, as a key factor of competitiveness that helps reduce costs (Kersan-Škabić, 2009). Although shipbuilding industry is the most important industry in all maritime countries, the shipbuilding market is characterized by fluctuations of supply and demand on the global level and large cyclical fluctuations in the shipbuilders’ financial operations (Pašalić, 1996). One of the key factors for achieving efficiency and effectiveness in maritime and economic systems, and thus in the shipbuilding industry, are maritime logistics that enrich, integrate and validate the profiled structure of transport and economic systems (Zelenika, 2002). The ship, as the main product of the shipbuilding industry, is a highly complex and expensive product. It requires a high degree of processing, which subsequently yields significant revenue and has a multiplicative effect on other industries.

In general, shipyards are organized functionally, with the manufacturing sector organized by production stages. This
organizational structure, where shipyards strive to maintain a
continuous production process with fixed production capacity
is characteristic of Far Eastern shipbuilders (Perić Hadžić et al.,
2013). However, the ultimate goal is to improve the end product
by enhancing all elements of the value chain, which is defined as
"a combination of nine generic activity values which result in
a joint action by delivering the value to customers" (Porter,
1985). Nine generic security activities of the company are input
logistics, operations, output logistics, marketing and sales,
service, infrastructure companies, human resource management,
research, technology and system development and procurement
(Porter, 1985). All indicated activities are important in the
planning stage as the key determinant of a shipyard’s success.
The intention is to create a solid basis for increasing business
logistics efficiency. The efficient resolution of logistical
problems in shipyards not only involves service minimization or
maximization, but a compromise between these goals as well.

Coordination at the level of construction (project) -
technology - supply is required as a prerequisite for achieving a
high level of interaction between organizational elements: plan-
construction-technology (PCT), supply and production. Owing to
the variable nature of business structure and flows, supply is a key factor in the process of connecting and creating virtual
structures (Segetlija, 2008). Thus, the sales value of the ship, as the
product of the shipbuilding industry, confirms the importance of
supply activities in the value chain. As improvement is becoming
increasingly important in the shipbuilding industry, shipyards
are seeking to improve the process of evaluation of the current
state of their manufacturing process to stay competitive (Ozkok,
2013), and this process is largely related to supply. The economic
efficiency of supply is measured on the basis of the value of
generated effects and acquisition costs (Buntak et al., 2014). In
line with the above, the topic of this paper is supply activities
in the shipbuilding industry, with a simulation of their impact
on the manufacturing process in the respective industry. The
assumption was that greater flexibility and coherence of tactical
and operational level planning create higher added value
within the shipbuilding process through better management
of business logistics. Simulation procedure was used as a way
to manage product lifecycle to facilitate production planning or
decision-making (Back et al., 2016). Simulation is a tool especially
useful in the shipbuilding industry.

2. ROLE OF LOGISTICAL ACTIVITIES IN THE
SHIPBUILDING INDUSTRY

The ship, as the final product of the shipbuilding industry,
is extremely complex and specific, as it requires a large number
of inputs, materials and equipment. The production process is
time-consuming and consists of a large number of processes and
sub-processes using many different technologies.

The customer, who appears at the very beginning of the
process, plays an important role in the creation of this product.
The buyer not only participates in the construction of the vessel
financially, but is also very knowledgeable and seeks the highest
quality fulfilment of his requirements. Consequently, buyers
evidently have an active role in the supply of inputs necessary
for production, and the complex relationship between the buyer
and the supplier is illustrated in Figure 1. The basic interest of
the buyers is to have their needs met at the lowest possible cost,
while maintaining the functionality of all production processes
without compromising the standard of the final product. The
preconditions for success are therefore tact and optimization of the
entire supply chain, combined with effective intra-organizational
flexibility. In this context, the speed of an enterprise’s response
to change, which defines a company's performance, should
not be neglected, since the factors and forces from the macro-
environment of the company, which have the greatest influence
on the formulation of the business strategy, usually relate to the
immediate industrial and competitive environment (Thompson
et al., 2008).

However, one of initial activities in the process of
transformation of raw materials into finished products is planning,
which must be flexible enough to accommodate any changes in
the micro and macro environment. The efficiency of logistics of
supply (LN) and logistics of production (LP) can be measured by
various parameters. One of the most obvious and cost-effective
parameters in shipbuilding is supply status, i.e. flow or turnover.
In production activities like shipbuilding providing quality to the
customer is directly related to the level of purchased material
inputs.

Supply status, i.e. the status of delivery logistics, is
indicative of the level of a shipyard's planning flexibility. There
is certain coherence between activities within the organization
and activities that precede or follow them. Otherwise, the causes
dysfunction in the process must be recorded and eliminated.
When making a business logistics efficiency model, the following
factors should be taken into consideration:

- level planning (flexibility of tactical and operational
  planning)
- supply logistics (SL)
- supply status
- production logistics (LP)

There should be an interconnection between two variables
contained in the above-mentioned factors. The first variable
independently constitutes the level of planning, i.e. the degree
of flexibility between tactical and operational level planning. The
second variable is business logistics efficiency, i.e. the synthesis
of supply logistics (SL) and production logistics (LP), the indicator
being supply status. The direct link between the indicator and
flexibility planning activities (tactical and operational) confirms
the basic hypothesis of this paper. All three levels (orders, supply,
activity) illustrated in Figure 2 are directly influenced by the flexibility of the planned level. Optimizing the interrelations of these levels, i.e. reducing costs while keeping process continuity at a competitive level, is paramount.

**Figure 1.**
Customer-supplier relationship in the shipbuilding production process (Source: Authors).

**Figure 2.**
Connection of flexibility of planning levels with the efficiency of business logistics (Source: Authors).
3. SIMULATION OF THE IMPACT OF THE SUPPLY PROCESS ON THE PRODUCTION SYSTEM IN THE SHIPBUILDING INDUSTRY

In the shipbuilding industry, the functionality of the logistics chain is key to achieving good business results. To make better business decisions and minimize any mistakes potentially detrimental to business, managers use a variety of support tools. The development of information and communication technology has made a major step forward in enterprise management methods (Lee et al., 2014). Various forms of simulations are commonly used by managers from all industries, including the shipbuilding industry. Simulating events is often the only way to predict future mistakes. This paper presents a simulation of the impact of supply on production system costs, on the example of Brodotrogir Shipyard. The model correlates time deviations in the material supply chain (receipt time - XDP, withdrawal - XDI, complaint time - XDR) with cost and product value (PV). The development of the final computer simulation model requires certain steps to be made, which largely determine the accuracy of the values shown. In this context, the systematic – dynamic simulation model should answer the following question: Does the decrease or increase in time deviations in the material purchase chain have an impact on the value of the product itself (Figure 3). The analysis of potential improvement of competitiveness through cost reduction is conducted on the selected segment of the value chain.

Figure 3.
Impact of time deviations in the material purchase chain on product value (Šundov, 2009).

Purchase is a complex process that can be viewed from different perspectives, i.e. purchase status can be recorded by tracking orders or order segments. Thereby, by gaining an understanding of time deviations (XDP, XDI, XDR), we have attempted to express their impact on the value of the product – ship (ZB) through costs. The model required the issue of the manner of expression of time deviations in terms of costs to be resolved. In addition, the simulation model had to establish a connection between temporal and financial aspects, and present them in an acceptable manner. The focus is on the buyer-supplier relationship. The model is primarily a tool for rapid detection of possible dysfunctions in the supply process. The first step after the analysis of the current state of the purchasing process in a shipbuilding system such as Brodotrogir is the development of linear simulation. Statistical data obtained by analyzing eighty orders and tracking time deviations during their realization were used in simulation development. By analyzing and processing the mentioned orders, the basic statistical order distribution indicators according to three-time deviations were calculated (Table 1). The mean receipt time deviation is 65 days, with the mean deviation of 55.46. The mean withdrawal time deviation is 71 days, with the mean deviation of 57.41. The mean complaint time deviation is 17 days, with the mean deviation of 48.33. Mean deviation of withdrawal time was observed to be the highest and have the highest standard deviation. Yet, the model suggests that the highest receipt time and complaint time deviation is zero (the modal value for receipt time is not representative because 7 out of 80 orders have 0 deviation, whereas in case of complaint time as many as 67 out of 80 orders have 0 time deviation). Positive skewness values indicate that order distribution is skewed to the right for all time deviations. Besides, positive kurtosis values show that peak distributions...
Table 1.
Descriptive statistical indicator of eighty orders (Šundov, 2009).

<table>
<thead>
<tr>
<th>Time deviations</th>
<th>Xdp</th>
<th>Xdi</th>
<th>Xdr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>65.01</td>
<td>70.9375</td>
<td>16.93</td>
</tr>
<tr>
<td>Standard Error</td>
<td>6.20</td>
<td>6.419051543</td>
<td>5.40</td>
</tr>
<tr>
<td>Median</td>
<td>61</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>Mode</td>
<td>0</td>
<td>42</td>
<td>0</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>55.46</td>
<td>57.4137424</td>
<td>48.33</td>
</tr>
<tr>
<td>Sample Variance</td>
<td>3075.99</td>
<td>3296.337816</td>
<td>2335.84</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>1.62</td>
<td>1.757294151</td>
<td>7.64</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.13</td>
<td>1.439355606</td>
<td>2.96</td>
</tr>
<tr>
<td>Range</td>
<td>257</td>
<td>257</td>
<td>205</td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Maximum</td>
<td>257</td>
<td>262</td>
<td>205</td>
</tr>
<tr>
<td>Sum</td>
<td>5201</td>
<td>5675</td>
<td>1354</td>
</tr>
<tr>
<td>Count</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>

Most frequently are around the modal value. In addition to mean values (arithmetic mean, median and mode), standard deviations, skewness and kurtosis measures, Table 1 also shows the highest and lowest values of variables, as well as the variation range. We have obtained the following values from available data:

\[
Z_n = 63,696,879 \text{ (HRK)} \quad \text{total value of eighty orders}
\]
\[
X_{dp} = 65 \text{ (day)} \quad \text{mean receipt time deviation per order}
\]
\[
X_{di} = 71 \text{ (day)} \quad \text{mean withdrawal time deviation per order}
\]
\[
X_{dr} = 17 \text{ (day)} \quad \text{mean complaint time deviation per order}
\]

The following values were calculated:

\[
ZU = Z_n \times \bar{Y}_{p} \quad \text{value of total orders increased by mean time deviations}
\]
\[
ZS = Z_n \times \bar{Y}_{r} \quad \text{value of total orders increased after correcting mean time deviations}
\]

Following the analysis of statistical data on eighty orders, we obtained the mean percentage of the linear increase of the basic value. The linear increase is different for individual mean time deviations, and can be expressed as follows:

\[
\bar{Y}_{p} = 0.0043 \times X_{dp} \quad \text{mean percentage of increase in order value caused by mean receipt time deviation}
\]
\[
\bar{Y}_{r} = 0.0048 \times X_{dr} \quad \text{mean percentage of increase in order value caused by mean complaint time deviation}
\]

By inserting the known values we obtain:

\[
\bar{Y}_{p} = 0.0043 \times 65 = 28 \%
\]
\[
\bar{Y}_{r} = 0.0041 \times 71 = 29 \%
\]

It follows that:

\[
Z_{p} = Z_{n} \times \bar{Y}_{p} = 63,696,879,00 \times 0.28 = 17,835,126,12 \text{ (HRK)}
\]
\[
Z_{r} = Z_{n} \times \bar{Y}_{r} = 63,696,879,00 \times 0.08 = 5,095,750,32 \text{ (HRK)}
\]

Therefore, the basic value of order N62 was increased by the following amount:

\[
Z_{PIR} = Z_{p} + Z_{r} + Z_{s} = 17,835,126,12 + 18,472,094,91 + 5,095,750,32 = 41,402,971,35 \text{ (HRK)}
\]

Total order value is:

\[
Z_{U} = Z_{n} + Z_{PIR} = 63,696,879,00 + 41,402,971,35 = 105,099,850,35 \text{ (HRK)}
\]

The above indicates that the total mean value of all orders increased by 60%. Simulation of order value fluctuations through the correction of average time deviations in just two days gives the following results:

\[
\bar{Y}_{p} = 0.0043 \times 65 = 27 \%
\]
\[
\bar{Y}_{r} = 0.0041 \times 69 = 28 \%
\]
\[
\bar{Y}_{r} = 0.0048 \times 15 = 7 \%
\]

Furthermore, when previous values are inserted into the known equations we obtain:

\[
Z_{p} = Z_{n} \times \bar{Y}_{p} = 63,696,879,00 \times 0.27 = 17,198,157,33 \text{ (HRK)}
\]
\[
Z_{r} = Z_{n} \times \bar{Y}_{r} = 63,696,879,00 \times 0.28 = 17,835,126,12 \text{ (HRK)}
\]
\[
Z_{r} = Z_{n} \times \bar{Y}_{r} = 63,696,879,00 \times 0.07 = 4,458,781,53 \text{ (HRK)}
\]

Therefore, the total mean order value increased by the following amount due to mean time deviation corrections:

\[
Z_{PIR} = Z_{p} + Z_{r} + Z_{s} = 17,198,157,33 + 17,835,126,12 + 4,458,781,53 = 39,492,064,8 \text{ (HRK)}
\]
If the adjustment of average time deviations causes the reduction of value of total orders, the results are as follows:

\[ Z = Z_n + Z_{pir} = 63.696879.00 + 39.492064,98 = 103.188943,98 \text{ (HRK)} \]

The results indicate that significant cost reduction can be achieved and the total value of orders increased by correction of mean time deviations. Total savings for the eighty orders analyzed, with the time correction of two days, are:

\[ Z_U - Z_S = 105.099850,35 - 103.188943,98 = 1.910906,37 \text{ (HRK)} \]

The results obtained by statistical analysis of eighty orders of materials, accounting for 26.88 % of product value, must be analyzed in detail. Owing to such a high share in product value, this sample is relevant for the confirmation or negation of the paper’s hypothesis. Table 1 presents variables necessary for purchase process analysis in a manufacturing system such as Brodotrogir. The analysis is based on the well known fact that delays in the delivery of materials create certain costs in the purchase chain, with respect to certified values. However, by defining three time deviations (receipt time XDP, withdrawal time XDI and complaint time XDR), we attempted to examine the efficiency of the purchasing process in a simple manner, by looking into the relationship with the supplier. Cost expressions of three time deviations and connecting them with certain characteristics of the buyer-supplier relationship, may give us a picture of the condition in which the purchasing processes of manufacturing systems such as shipbuilding take place. Figure 4 shows linear dependence of the percentage of total order costs on the number of receipt days. The correlation of positive direction and strong intensity is obvious. Linear dependence between the observed variables is analytically described by a single regression model so as to quantify the average percentage of effect of one-day delay in receipt time on total order cost. The estimated linear regression model with a constant can be expressed as:

\[ \hat{y} = 26.1 + 0.2x \]

Parameter and variable x show that one-day delay in receipt time can be expected to increase order costs by 0.2 %. The constant shows that a 26.1 % increase in order costs can be expected if there is no delay in receipt time (x = 0), i.e. some order costs must logically be expected even when there is no delay in receipt time, owing to potential delays in withdrawal or complaint time. Figure 4 shows that these orders lie exactly on the ordinate axis. Still, in order to neutralize the impact of withdrawal and complaint time, linear regression without a constant is estimated (regression line going through the origin).

---

**Figure 4.** Scatter plot between the percentage of total order costs and the number of days to receipt (Šundov, 2009).
The regression model without a constant was also estimated using SPSS (Statistical Package for Social Sciences) program support. This model was used to conduct additional tests and regression diagnostics in the defined model. The results of estimation of the defined model using SPSS are given in Table 2. In the first part of Table 2, regression model can be seen to explain 68.7% of total deviations in the observed dependent variable (R-square – determination coefficient). The correlation coefficient of 0.829 (R) confirms positive dependence of strong intensity. The standard error of 25.094 shows that the mean deviation of observed values from the regression line is relatively medium-sized (64%). The ANOVA (analysis of variance) table indicates high value of empirical F-ratio, implying that the statistical significance of the regression model at the theoretical level is 5% and 1%. In addition to the F-test (group test), a t-test (individual test) was also conducted, which shows that parameter B (unstandardized coefficient) is also statistically significant since the empirical level of significance is fairly close to zero. A small standard error of 0.033 is indicative of the high value of the test size of 13.169. Finally, parameter B and variable Dp show that a 0.434% increase can be expected for each one-day delay in receipt time, taken together with the neutralized impact of other time deviations.

Table 2.
Regression model estimation and diagnostic tests for time deviations caused by receipt time (Šundov, 2009).

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Square</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.829b</td>
<td>.687</td>
<td>.683</td>
<td>25.094817</td>
</tr>
</tbody>
</table>

a. For regression through the origin (the no-intercept model), R Square measures the proportion of the variability in the dependent variable about the origin explained by regression. This CANNOT be compared to R Square for models which include an intercept.
b. Predictors: Dp

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>109209,214</td>
<td>1</td>
<td>109209,214</td>
<td>173,417</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>49750,238</td>
<td>79</td>
<td>629,750</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>158959,452b</td>
<td>80</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Predictors: Dp
b. This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.
c. Dependent Variable: Post
d. Linear Regression through the Origin

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>B</td>
<td>Std. Error</td>
</tr>
<tr>
<td>1</td>
<td>Dp</td>
<td>.434</td>
</tr>
</tbody>
</table>

a. Dependent Variable: Post
b. Linear Regression through the Origin
Figure 5 shows the linear dependence of the percentage of total order costs on the number of withdrawal time days. The correlation between positive direction and strong intensity is obvious. Linear dependence between the observed variables is analytically described using a single regression model so as to quantify the average percentage of contribution of one-day delay in receipt time to total order costs. The estimated linear regression model with a constant is as follows:

\[
\hat{y}_i = 26.07 + 0.18x_i
\]

Parameter and variable \( x \) show that one-day delay in withdrawal time can be expected to increase order costs by 0.18 %. The constant shows that a 26.07 % increase in order costs can be expected if there is no delay in withdrawal time \( (x = 0) \), i.e. some order costs must be expected even when there is no delay in withdrawal time, owing to potential delays in receipt or complaint time. Figure 5 shows that these orders lie exactly on the ordinate axis.

\[y = 0.0041x \]

\[y = 0.0018x + 0.2607\]

Still, in order to neutralize the impact of receipt and complaint time, linear regression without a constant is estimated (regression line going through the origin). The regression model without a constant was also estimated using SPSS (Statistical Package for Social Sciences) program support. The results of estimation of the defined model using SPSS are given in Table 3. In the first part of Table 2, regression model can be seen to explain 69 % of total deviations in the observed dependent variable (R-square – determination coefficient). The correlation coefficient of 0.831 (\( R \)) confirms positive dependence of strong intensity. The standard error of 24.967 shows that the mean deviation of observed values from the regression line is relatively medium-sized (63 %). The ANOVA (analysis of variance) table indicates high value of empirical F-ratio, implying that the statistical significance of the regression model at the theoretical level is 5 % and 1 %. In addition to the F-test (group test), a t-test (individual test) was also conducted, which shows that parameter B (unstandardized coefficient) is also statistically significant since the empirical level of significance is fairly close to zero. A small standard error of 0.031 is indicative of the high value of the test size of 13.266. Finally, parameter B and variable \( D_i \) show that a 0.407 % increase can be expected for each one-day delay in receipt time, taken together with the neutralized impact of other time deviations.
Table 3.
Regression model estimation and diagnostic tests for time deviations caused by withdrawal time (Šundov, 2009).

**Model Summary**

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Squarea</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.831b</td>
<td>0.690</td>
<td>0.686</td>
<td>24.967894</td>
</tr>
</tbody>
</table>

a. For regression through the origin (the no-intercept model), R Square measures the proportion of the variability in the dependent variable about the origin explained by regression. This CANNOT be compared to R Square for models which include an intercept.
b. Predictors: Dp

**ANOVA c, d**

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>1</td>
<td>109711.190</td>
<td>175,990</td>
<td>0.000a</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>79</td>
<td>623,396</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>158959.452b</td>
<td>80</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Predictors: Dp
b. This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.
c. Dependent Variable: Post
d. Linear Regression through the Origin

**Coefficientsa, b**

<table>
<thead>
<tr>
<th>Model</th>
<th>B</th>
<th>Std. Error</th>
<th>Beta</th>
<th>t</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Di</td>
<td>0.407</td>
<td>0.031</td>
<td>0.831</td>
<td>13.266</td>
</tr>
</tbody>
</table>

a. Dependent Variable: Post
b. Linear Regression through the Origin

Figure 6 shows the linear dependence of the percentage of total order costs on the number of complaint time days. The correlation between positive direction and strong intensity is obvious. Linear dependence between the observed variables is analytically described using a single regression model so as to quantify the average percentage of contribution of one-day delay in complaint time to total order costs. The estimated linear regression model with a constant is as follows:

\[ \hat{y}_i = 34.79 + 0.25x_i \]  

Parameter and variable x show that one-day delay in complaint time can be expected to increase order costs by 0.25 \% The constant shows that a 34.79 \% increase in order costs can be expected if there is no delay in complaint time (x = 0), i.e. some order costs must logically be expected even when there is no delay in complaint time, owing to potential delays in withdrawal or receipt time. Figure 6 shows that these orders lie exactly on the ordinate axis.
Figure 6.
Scatter plot between the percentage of total order costs and the number of complaint time days (Šundov, 2009).

Table 4.
Regression model estimation and diagnostic tests for time deviations caused by the complaint time (Šundov, 2009).

<table>
<thead>
<tr>
<th>Model</th>
<th>R</th>
<th>R Squarea</th>
<th>Adjusted R Square</th>
<th>Std. Error of the Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.550b</td>
<td>.303</td>
<td>.294</td>
<td>37.457086</td>
</tr>
</tbody>
</table>

a. For regression through the origin (the no-intercept model), R Square measures the proportion of the variability in the dependent variable about the origin explained by regression.
This CANNOT be compared to R Square for models which include an intercept.
b. Predictors: Dp

<table>
<thead>
<tr>
<th>Model</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Regression</td>
<td>48119,821</td>
<td>1</td>
<td>48119,821</td>
<td>34,297</td>
</tr>
<tr>
<td></td>
<td>Residual</td>
<td>110839,631</td>
<td>79</td>
<td>1403,033</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>158959,452b</td>
<td>80</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Predictors: Dp
b. This total sum of squares is not corrected for the constant because the constant is zero for regression through the origin.
c. Dependent Variable: Post
d. Linear Regression through the Origin

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
</tr>
<tr>
<td>1</td>
<td>Dr</td>
<td>.482</td>
</tr>
</tbody>
</table>

a. Dependent Variable: Post
b. Linear Regression through the Origin
Still, in order to neutralize the impact of receipt and withdrawal time, linear regression without a constant is estimated (regression line going through the origin). The regression model without a constant was also estimated using SPSS (Statistical Package for Social Sciences) program support.

In the first part of Table 4, regression model can be seen to explain 30.3 % of total deviations in the observed dependent variable (R-square – determination coefficient). The correlation coefficient of 0.55 (R) confirms positive dependence of strong intensity. The standard error of 37.457 shows that the mean deviation of observed values from the regression line is relatively medium-sized (71 %). The ANOVA (analysis of variance) table indicates high value of empirical F-ratio, implying that the statistical significance of the regression model at the theoretical level is 5 % and 1 %. In addition to the F-test (group test), a t-test (individual test) was also conducted, which shows that parameter B (unstandardized coefficient) is also statistically significant since the empirical level of significance is fairly close to zero. A small standard error of 0.082 is indicative of the high value of the test size of 5.856. Finally, parameter B and variable Dr show that a 0.482 % increase can be expected for each one-day delay in receipt time, taken together with the neutralized impact of other time deviations.

The three-dimensional representation (Figure 7) illustrates that order costs are expected to increase when the number of days of order delay increase on account of receipt time simultaneously with the confirmation of withdrawal by the bias of the hyperplane estimated on the basis of original data.

4. CONCLUSION

Simulation is a useful tool in the shipbuilding industry whereby modern management seeks to improve the quality of decision-making. The simulation of eighty statistically processed orders of Brodotrogir worth almost HRK 64 million or 26.88 % of total product value, indicates that deviations have great influence (arrivals, withdrawals and complaints). The influence of three mean time deviations is as follows: receipt time of 65 days and 28 %, withdrawal time of 71 days and 29 % and complaint time of 17 days and 8 %. The total value was increased by 60 %. A decrease in time deviations by two days would instantaneously result in savings. The strong impact of receipt and withdrawal time deviations is also evident, whereas the impact of complaint time deviation is significantly smaller. Therefore, activities aimed at improving the factors that have an impact on these two deviations should be strengthened. In the example presented, considerable deviations in arrival (XDP), withdrawal (XDI) and complaint (XDR) times were observed, which significantly affect the profitability and efficiency of the manufacturing process in the shipbuilding industry. Although the reasons for these deviations are different, subjective and objective, there is sufficient room for purchase chain improvement activities. Nevertheless, any competitive organization in the shipbuilding industry must make active supply chain management a priority. One of the activities that transform the purchasing process from
traditional into strategic is supplier-oriented backward vertical integration. In this way, better cooperation with the supplier has a direct impact on the cost of material inputs, ultimately making the product cheaper. For an immediate buyer – manufacturer knowledge of the value supply chain and its active improvement are the bases for quality positioning on the market. In addition, if the end customer's value chain is known, all the prerequisites for so called category management have been met. By joining these two value chains, immediate manufacturers can ensure timely performance in their production process which will ultimately allow them to remain competitive in the increasingly complex global market such as shipbuilding.
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